Lie Groups: A Primer for a Particle Physicist

M. Gintner

1 Basics on Lie Groups

Intuitively, the n-parameteric Lie group G is an infinite group with elements that are continuously
parameterizable by n real parameters @ = (a4, ..., ®,) in at least a finite neighbourhood of a unit
element e € G. In the neighbourhood the parameterization of g(&) € G can be chosen in such a
way that

9(0) =e. (1)
The group composition law is defined by n functions (f1,..., f,) = f so that
9(@)g(B) = 9(f(a, ). (2)

-,

The functions f,(@, 3) are required to be expandable to the Taylor series in & = ﬁ = (0. We expect
the composition function f to fulfill the following conditions

(0,0) = 0, (3)
f(&vo):&v f(G’ ):ﬁa (4)

—, —,

which are equivalent to the identities ee = e, g(@)e = ¢g(@), and eg(f) = g(/3), respectively. In
addition, it seems natural to require

f@,a) =24, ()
which means that g(@)g(d) = g(2d).

—

Let us expand the function f in the Taylor series at a = ﬁ =0

- = a a a a
L@ = RO+ 22 ey T,
(0.0 ol 0.0y
1 9%f, 9*f, 1 3/,
+— S Qe + ‘apfe + = BB+ ..., (6
2l dapdac| g 0wdBel gy et o1 95,00, 00) Brfs ©)
Cabc

where the dots indicate higher-order terms. Taking into account egs. (3) and (4) we obtain

df, 0" fa
/ =1, _ P =0, Vn>1, (7)
aOéb (0,0) 8Oéb1 Ce aOébn (0,0)
dfa 9" fa
=1, — =0, Vn > 1. (8)
aﬁb (0,0) 861?1 s aﬁbn (0,0)
Then the Taylor expansion of f, (&, 5) reads
fala, ﬁ) = oy + P + CopepfBe + . . . (mixed terms of higher order). . ., (9)
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where

Cabc = _Cacln (10)

due to (5). All this means that ¢(@)g(3) = g(@ + 3 + mized terms of higher order).
Let us express an element ¢(&) € G infinitesimally close to the unit element in the following
form
9(&) =e+ic,J,, €4—0. (11)

“sn
1

where J,’s (a = 1,...,n) are called the generators' of the group and the factor in the linear
term is a matter of convention. Without a proof we assume that the objects J, with appropriate
qualities do exist and thus it makes sense to write down the expression (11). By composing
any two infinitesimal elements ¢(£7), g(&3) € G we get an infinitesimal element of G again. Since
9(€1)g() = e+i(E1a+E24)J, any linear combination of J,’s with infinitesimal coefficients generates
an infinitesimal element of G. The generators .J, can be taken as a basis of an n-dimensional real
vector space. Rephrasing the previous statement, any infinitesimal vector of the vector space
generates an infinitesimal element of G. It also implies that the choice of the generators, and
consequently the parameterization, of a given group is not unique. We are free to choose as
generators any basis of the vector space.

Repeating the infinitesimal transformation (11) N-times while substituting ¢, = a,/N where
N is an integer we obtain

oo = i) = (1) ()

k=0
1 N(N-1 1 N(N—-1)(N -2
= I+ia,J, + —¥(iaa:]a)2 + 3l ( N)?’( )(iana)?’ +..., (12)

21 N?

where the Binomial theorem has been used. The transformation g(&) may become finite if we
aggregate an infinite number of the infinitesimal transformations

LY 1 1
g(d@) = Jim <I+i(jvja> = T+ iagdy+ i(i0ada)? + (00l + o = explio ), (13)

where we have introduced the “exp” shorthand just to make life easier. Using the expansion (13)
we can write

-,

g(@)g(B) =e+i(ag + Ba)Ja — ;!(aaab + 2000y + Ba) Jads + O(3), (14)

where O(3) denotes terms proportional to a?3; with p 4+ r > 3. As expected, it generally differs

-

from g(& + ) for which we get

=,

g@+B) = e+ilon+ Bu) o — 21!(%% b By + Bacts + Bafhs) uds + O(3). (15)

Note that (Oéaﬁb + ﬁaOéb)Jan = QOéaﬁbJan — Oéaﬁb[e]a, Jb}

IThe generators can be formally understood as the first derivatives of the group elements at & = 0

dg

dag |y

1Jq



The local structure of a Lie group is tested when we compose the succession of four infinitesimal
group elements g(£1)g(g2)g " (£1)g7(&2). Obviously, if the elements commute the result is the unit
element. In general however

9(€1)g(&2)g7 (€1)g (&) = e — e1agm]Ja, Ji).- (16)

The higher-order terms were neglected. So the local structure of any given Lie group is encoded in
the value of the commutators of the group’s generators. The role of the commutator gets confirmed
by means of the Baker-Campbell-Hausdorff relation which we state here without a proof

11 1

’ L LA BL B+ A LA BI) + . ), -

eeP = exp{A+ B+ —[A, B] +

51 [
where A and B are finite vectors of the vector space of generators. Thus even the result of the
composition of finite elements of a Lie group depends on the commutators [J,, J,] whenever the
finite elements are expressible in terms of the infinite expansion (13) at the unit element.

As we will demonstrate below all commutators [J,, J,] can be expressed as linear combinations
of the generators J,. As a consequence the vector space of generators J, is closed with respect to
the commutators. Thus the vector space of generators forms an algebra. The Taylor expansion of
a group element is

1
g(d) = e+ia,J, + 51 57 Qa0 Jab + - (18)

where the object J,, = Ji, have been introduced, formally equal to (02g/da,d0cs)o, and the dots
indicate higher-order terms. The equation (18) implies

-

9(@)g(B) = e+ i(aq + Ba)Ja — B Jads + = ! (aaab + Bas)Jar + O(3). (19)

At the same time, using (9) in (18), we get

— -

g(f(d,B)) = e+ i(aqg + Ba)Ja + iCapetr Bty + 21 (qtay + 20008 + Baf) Jap + O(3). (20)

Comparing (19) and (20) we get

Jab - _Jm]b - iCcach- (21)
The symmetry of .J,;, leads to
[Jaa Jb] = ifachca (22)
where the objects
fabc = cba - C’cab = 2C’cba = _fbac (23)

are called the group structure constants. The eq. (21) rewritten in terms of fu. is

Jop = —J.Jy + % Faveo (24)

The eq. (22) is the sought-after confirmation that the commutator of group generators can be
expressed as a linear combination of the very same generators thus closing the vector space of the
generators. Now, using (24) we can rewrite the Taylor expansion (18) of R(&) in the following
way

L iaad,)? + O(0%), (25)

R(@) =1+ iayJ, +o
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This coincides with the power expansion of R(&) obtained in (13).

At the end we will derive a useful identity for the group structure constants. Applying the
Jacobi identity, [[A, B], C]+[[B, C], Al +[[C, A], B] = 0, to the generators J, and considering (22)
we get 0= [[Jzu Jb]a Jc] + HJba JCL Ja] + [[Jm Ja]7 Jb] = _(fabdfdce + fbcdfdae + fcadfdbe)‘]e' leading to

fabdfdce + fbcdfdae + fcadfdbe =0. (26)

2 The O(3) and SO(3) Groups

Rotations in the 3-dim Euclidean space E®) are represented by 3 x 3 real regular matrices R

v — 2 = R(@z, 2 €E®. (27)

The rotations are to maintain the norm |z| = (27 gz)/? — g being the metric tensor — of the
vector x

2| = |- (28)

In the Euclidean space the metric is given by g = I. The condition (28) applied to (27) leads to
the orthogonality of matrices R
R'R=1 (29)

This implies det R = +1.

The matrices for which the eq. (29) holds comprise the so-called O(3) group. This restriction
leads to a larger class of matrices than just those representing the rotations. In particular, the
space reflection Rp = —I also fulfils the eq. (29) thus maintaining the length of a vector. Note
that det Rp = —1.

If the condition

det R =1, (30)

in addition to (29) is introduced the R matrices form the so-called SO(3) group. Its elements
correspond to 3-dim rotations only. They are continuously connected to the unit element R(0) = I
and can be expressed in an exponential form. An infinitesimal rotation has a form?

R(&) = T+iQ(é), (31)
where i€ is a real 3-dim matrix. When (31) is plugged into the eq. (29) we get
(iQ)" = —(iQ). (32)

It means that i€) is an antisymmetric matrix and has three independent parameters. All 3 x 3
antisymmetric matrices comprise a 3-dim real vector space. Therefore they can be expressed in a
basis of three independent antisymmetric matrices i.J,. A simple choice is

(iJa)be = €abe, @,b,c=1,2,3. (33)
The finite rotation can be written as

R(d) = exp(iagJ,), (34)

2Factor i in front of 2 is a matter of convention. When introduced group generators become hermitian.



where matrices R are the fundamental representation of the SO(3) group. The generators J, are
hermitian matrices with zeros on the main diagonal and imaginary numbers elsewhere. Their
algebra is defined by

[Ja, Jb] = iEachC (35)

which can be verified using the explicit form (33).
Matrices for finite 3-dim rotations by an angle ¢ around individual cartesian axes possess the
following form

1 0 0 C¢ 0 —S¢ C¢ S¢ 0
Rx = 0 Co S¢ ; Ry = 0 1 0 y RZ = —S¢ Co 0 5 (36)
0 —S¢ C¢ S¢ 0 C¢ 0 0 1

where s4 = sin ¢ and ¢4 = cos ¢.

The tensor representations of SO(3) can be build by means of multiple direct products of the
fundamental (vector) representation. The tensor repesentations act on tensors. For example, a
rank-2 tensor 1" transforms as a direct product of two vectors

T'=(R®R)T = RTR”, (37)

There is a rank-2 tensor invariant under SO(3) transformations. It is a 3-dim unit matrix I =
diag(1,1,1). Its invariance is a direct consequence of the first group definition relation (29) which

can be rewritten in the form

RI®RT =16, (38)

The second group definition relation (30) implies the existence of a rank-3 invariant tensor: the 3-
dim Levi-Civita tensor e, The component form of the equation det R = 1 reads [y, Ry; Rarcijn =
1. Since RijRijRukeijr = RoiRojRukeiji = R3iRsj Rogeijr = 0 we get Ry Ry j Rpk€iji = €omn Which
in compact form reads

(R®R® R)e® =@, (39)

3 The SU(2) Group

The SU(2) denotes a group of 2 x 2 complex matrices U complying with

Utu =1, (40)
detU = 1. (41)

The U matrix can be expressed in an exponential form
U(@) = exp(iQ(@)) = 1+ Q@) + O(a?). (42)
Substituting an infinitesimal U into (40) we obtain
Q= Q. (43)

In addition, the condition (41) leads to Tr = 0. Thus € is a Hermitian 2 x 2 complex matrix of a
zero trace. The matrix of this sort has three independent real parameters and can be expressed in
a basis of three independent Hermitian 2 x 2 complex matrices of a zero trace. The Pauli matrices
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01, 09,03 would serve as the basis quite well. However, the usual choice of the SU(2) generators
is 7; = 0;/2. Their algebra is given by

[Ta7 Tb] = 7kfabc'rca (44)

which is identical to (35). Apparently, the SU(2) generators obey the same algebra as the gen-
erators of the SO(3) group. We can write the exponential parameterization of the SU(2) group
as

U(d) = exp(iaT), T=247/2 (45)

where @ = (a!, a?, a®) are real parameters. The identical algebras of SU(2) and SO(3) imply a
local isomorphism of the groups in a vicinity of their unit elements.
The U matrices transform vectors of a 2-dim complex vector space

£ — U, 5:(51). (46)
&

At the same time matrices® U = U* = (U)T also comprise a representation of the SU(2) group
e - X1
X — Ux, X:( ) (47)
X2
We say that £ transform under the covariant representation and )y under the contravariant one.
Using vectors of both representations we can construct an invariant of the SU(2) transformations

Y'E=x& = Y'UUE = Y"¢ (48)

In fact, the covariant and contravariant representations of SU(2) are equivalent, i.e. there is a
2 x 2 regular matrix e such that

U=¢c'Ue=eUe (49)

where we have defined € = ¢~!. Then (49) implies that € transforms as ¢ and ey transforms as y

(&) = (eUe)(es) = U(&), (50)
(') = (U8)(ex) = U(€x)- (51)
Considering (45) we can identify the matrix € of (49) as
0 1
e:i02:€(2):( ), E=—io? = —e=¢". (52)
-1 0
Indeed, since éo,e = —(0,)*, a = 1,2,3, we get
U(d) = eexp(ia7)e = exp(—iat™) = U*(a). (53)

The Eq. (52) implies that

Efz(_f), egz(_%). (54)

3The bar over U denotes a representation distinct from U. The asterisk means the complex conjugation of U.
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We can build the so-called tensor representations of SU(2) through the direct products of the
covariant as well as contravariant representations. An important example is a rank-2 tensor T’
which transforms as the direct product of covariant and contravariant vectors

£®x=(51)@bm):(5@15@2)z£fl (55)
& X1 S2X2

or (£ ® X)ij = &x;- The SU(2) transformation of the direct product is

Ex; = (EXD)iy — Un&Ujexe = Un&uxeU}; = (U€)(XTUT); = (U U, (56)

or

E@x —UEex)U". (57)
Since T transforms as the direct product, T' ~ £ ® Y, then

T —UTU". (58)

Let us denote the representation transforming the tensor 7' as (1,1); the notation indicates the
number of covariant and contravariant components in the direct product transformation equiva-
lent.

The (1, 1) representation is not irreducible. Since T has four independent complex components
it belongs to a 4-dim complex vector space V®* closed under SU(2) transformations. However,
the vector space has subspaces which themselves are closed under these transformations. First of
all, following (58) we find that

Tr(T') = Tr(UTU') = Tr(T) (59)

which is compatible with (48) since Tr(£ ® ) = (£ ® X)i;0i; = &0 = X' €. Thus the trace of
T forms a one-dimensional invariant subspace V) ¢ V®. The remaining part of the V¥ space
is populated with traceless* tensors T — I /2. Tr(T). Let us mention that the transformation
relation (58) along with (41) also leads to invariance of det T’

det T" = det(UTU") = det T. (60)
In addition, the transformation (58) maintains hermiticity as well as antihermiticity of the tensors
T =4T = (T = (UTUN = +T". (61)

Note that each matrix M can be written as a sum of hermitian and antihermitian matrices.
Indeed, if we define H = (M + M7)/2 and A = (M — MT")/2 then H' = H and A" = — A while
M=H+ A

There was the homomorphism between the groups SO(3) and SU(2) mentioned above. To
demonstrate it let us consider a traceless hermitian tensor H transforming under (1, 1) represen-

tation of SU(2)
H(z) = 140, = ( Boommm ) , (62)
T1 + 129 —X3

4‘Traceless’ means that the trace of the tensor is equal to zero.



where

) () () e
are the Pauli matrices. The determinant of H is
det H = —z,0, = —|z|*. (64)
Let U be an SU(2) matrix transforming H(x) to
H(x") = UH(x)UT, (65)

where H(2') = 2!0, and H(z) = z,0,. Because of (60) the SU(2) transformations of H maintain
the quantity |x|. This suggests a correspondence between SU(2) and SO(3) transformations.
Since the SU(2) transformation conserves |z| there must be a matrix R of SO(3) transforming
the Euclidean vector x = (21, 9, x3) to the vector 2’ = Rz = (), 24, 2%). Thus

U(2400)U" = (R2) 404 = Ray40,
Comparing factors at the corresponding coordinates we obtain
Uo U = Ryaon. (66)

This relation provides an explicit mapping between the elements of the group SU(2) and SO(3).
The mapping is a 2-1 homomorphism®: +U — R. The eq. (66) also demonstrates that while the
individual Pauli matrices transform as the (1,1) representation of the group SU(2) the triplet of
the Pauli matrices form an SO(3) vector. It means that the index a on o, is an SO(3) vector
index.

4 The SU(2)® SU(2) group

Let us introduce L, R indices to distinguish the SU(2) components of the SU(2) ® SU(2) group.
Then SU(2), ® SU(2)g is a group of the doublets (gr, gr) where gr r € SU(2)1,r. The doublets
follow the composition law

(91, 1) (92, h2) = (9192, hih2). (67)

The six generators J (a = 1,2, 3) of the group can be chosen to obey the following commutation
relations
[Tl Jy ) = deae ORI T = 0. (68)

The very obvious choice of matrices J& fulfilling the commutation relations (68) is the 4-dim

matrices
1({ o0, O 10 0
J=21|("° . JEb== . 69
: 2(00) : 2(0%) (69

®Note that detU =1 = det(-U) = 1.




They can be expressed as the direct product® of the Pauli matrices and the projection matrices
PRJJ = (1(2) :I:O'g)/Q

1
Jf”’L = 50(1 ® Prp. (70)

The exponential form of this 4-dim representation reads
Ulag, ar) = exp[i(aZJF + af J5)] = exp(iaJF) exp(iaf JF) = Ur(ar)Ur(ay), (71)

where matrices Ur and U commute. Explicitly

[ exp(iafo,/2) 0 B I 0
Unlo) = ( 0 1 ) - Unlen) = ( 0 exp(iako,/2) ) ' )

This representation transforms 4-dim complex vector £&. The vector has two 2-dim parts, &, and
&r, each transforming as a SU(2) spinor

o gr N o Urgr — exp(i R,L
£ = ( ‘, ) U¢ = ( Ui, ) . Urp=exp(ia, " 0,/2). (73)

Thus there are two 2-dim subspaces — the “left” one and the “right” one — not communicating
with each other when experiencing SU(2), ® SU(2)g transformations. The 2-dim matrices U, and
Uy represent the SU(2);, ® SU(2)r group in the right and left invariant subspaces, respectively.

We can built tensor representations of SU(2), ® SU(2)g as direct products of U, and U,
matrices. In addition, we have learnt in Section 3 that besides the covariant representations U, ,
there are also the contravariant representations U,.,. Hence, for example, a tensor which transforms
as the direct product of the left and right spinors, & ® X, is transformed by U, ® U, which can
be written as

b
T - UTU!, T= (“ ) (74)
c d

where a, b, ¢, d are complex numbers. The tensor 7' belongs to a 4-dim complex vector space. The
trace of 77T
Te(T'T) = |af® + [b]* + |c> + |d|? (75)

is an SU(2), ® SU(2)g invariant object
To(T'T) — Te(UrTTUL U, TUL) = Te(TT). (76)

The U, ® U, representation is reducible. There is an SU(2);®SU(2)g invariant 2-dim subspace
of the vector space of T’s made up of matrices

b - YT
we () e () -

ABi1 ABi»
ABy1 ABsp

6Throughout the notes we use the convention A ® B = ( ) for the direct product of matrices.

AnB  ApB

IfA® B =
AnB AxB

) were used then the order of the product factors in (70), and elsewhere, would get

reversed.



where b, d are complex numbers, and

(I)E(b), éz(d*):e@*, Tz(d*), TE(_b*)ZET*. (78)
d —b* b d

The tilded vectors transform in the same way as untilded ones: so if ® — U, then d — Ug(i),
and, if T — U, Y then T — U,T. Thus both, U, as well as U,, save the structure (77) of the
matrix M

M = (®,®) - UM = (U, D, U, D) = (¢, ), (79)

B TT B ( T)T _ T/T
M‘(TT%MUJ‘@ T>T>‘(T’T)’ )
where T/ = eY’*.

There is a homomorphism between SU(2), ® SU(2)r and SO(4). It can be seen if M is
parameterized in the following way

where & = €@, and

ﬁ\Sl

1
b= —(za+1iz1), d

7 Ty — 1T3), (81)

1
_ﬁ<

where x; are real numbers. Then

1 Ta+1ir3  To+1x1 1 )
M=— = —(1%g 4+ 12,0,), 82
\/§ ( —T9 + il’l Ty — 7/-33’3 ) \/5( ! ) ( )

where a = 1,2,3. Using (75) we obtain
Te(MTM) = 2(b]* + |d|*) = zqza, (83)

where a = 1,2, 3,4. Due to (76) the object z,2, is SU(2), ® SU(2)g invariant. The same object is

invariant under SO(4) transformations if x,’s are components of an SO(4) vector (1, T2, 73, 74)T =

2T, For each SU(2); ® SU(2)p transformation M (z') = UM (z)U}, there is an SO(4) rotation

7' = Rx. Note that the (—Uy, —Ug) transformation induces the same SO(4) rotation as (Uy, Ug).
We introduce another basis of the SU(2), ® SU(2)g algebra defining matrices

Jo=JE+ Il K, =JF - JE (84)
Their commutators are
[Jm Jb] = Z.5abc<]ca [Kaa Kb] = igabcjca [Jaa Kb] = igachc- (85)

From (69) we get explicit form of the generators J,, K,

1{ 0, 0 1 1{0, 0 1
Ja - = ¢ = <04 ®I(2)7 Ka = 5 ¢ = 50a ® 03. 86
2 ( 0 0a> 2 0 —0. | 2 ’ (86)

The group elements generated by J,’s form an SU(2) subgroup of SU(2),®SU(2)r. The subgroup
has a couple of names: vector, diagonal; usually it is denoted as SU(2)y or SU(2)1g.
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The G = SU(2);, ® SU(2)g group contains several subgroups. They are listed in the table
below. There, a general element g € G is parameterized as g(dr,dr) = expli(alJE + ot JI),
a,b=1,23.

subgroup H g(dr,adg) note
SU(2). ar=0
SU(2)r ap =10
SU(2)y J, — an
U(1)rs arp =1(0,0,ar),dr =0 i) also gHg ',g € G
i) C SU©2).
U(1)g3 ar=0,dr = (0,0,ag) i) also gHg™', g € G
i) C SU2)n
U(1)p3s@U(1)gs arp=1(0,0,ar),dr = (0,0, ag) also (87)
G (U zs)gr " ® g2(U(1)Rs)ga
91,92 € G
Ul)ys ar = (0,0,a),ag = (0,0, ) i) also gHg™ ', g € SU(2)y
i1) C SU2)y
iti) CU(1)3®@U(1)gs
U(1) a3 arp =(0,0,—0),ar = (0,0, ) i) also gHg™ ', g € SU(2)y
it) CU1)rs®@U(1)rs
U)ys®@U)as | ap = (0,0,a— 3),dr = (0,0,a+ ) | =U(1)p3 @ U(1)ps3

The set of elements g(dr,dr) € G where &) = —dg is usually denoted as SU(2)4. It does not
comprise a group, even though SU(2), ® SU(2)r = SU(2)4 ® SU(2)y. The direct product on
the r.h.s. means that any ¢ € G can be decomposed in the form g = £h where £ € SU(2)4,
he SU(2)y.

5 The SO(4) group

SO(4) is a group of 4-dim real orthogonal matrices R with det R = 1. The orthogonality condition
is connected to the invariance of the length of the 4-dim real vector in the Euclidean space:
z'z = (Rz)"(Rz) is equvivalent to RTR = I. Thus SO(4) is represented by the rotations in a
4-dim Euclidean space.

When the infinitesimal form R = I + i€} is plugged into the orthogonality condition it yields
(iQ)T = —iQ. Hence ) is a real antisymmetric 4 x 4 matrix. The matrix is parameterizable with
6 real numbers. Thus SO(4) group has 6 generators” Ju, = —Ju, (a,b = 1,2,3,4) which must
fulfill J;, = —J,. They can be chosen as

(Jab)cd = _Z‘((Sac(sbd - 5ad5bc)' (88)
As can be verified by an explicit calculation the algebra of the generators is given by®
[Jabs Jed] = 1(0actoa — OadJbe + ObdSac — Obead)- (89)

"The pair of indices on J,; serves to denote individual generators. It does not indicate an element of a matrix!
8Note that the SO(3) algebra (35) can be obtained from (89) when we put a,b,c = 1,2,3, and Jup = €apee,
which amounts to the substitution Jio — Js3, Jog — Ji, and J3; — Jo.
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Eventually, we can write down R in the exponential form

R(&) = exp(iwapJan), (90)
where w,, = —wp, are six real parameters parameterizing the group SO(4).
Let us rename the J,;, generators in the following way
1
Ja = §€abct]bc, Ka = Jag, a, b> c= 17 27 37 (91)

resulting n Jl = J23, J2 = ng, Jg = J12, Kl = J14, K2 = J24, and K3 = J34. Note that Jab = 5abc<]c
for a,b,c =1,2,3. When we substitute (88) into (91) we obtain (a,b,c = 1,2,3;j,k =1,2,3,4)

| Cieg, i k=1,2,3
Ja’zfeacjc': I 7 T 92
(Ja)j = SEabe(Joc)jn { 0. jvhk=4 (92)

The explicit form of the generators J,, K, reads

00 0 O 0 0 2 O 0 — 0 0
00 — 0 0 0 0 0 , 0 0 0
I = D Y R A . (93)
072 0 O —2 0 0 0 0 0 0
0 0 O 0 00O 0 00
00 0 —2 00 0 O 00 0 O
000 O 00 0 — 00 0 O
Kl - 3 K2 — ! 3 K3 — . (94)
0 00 O 00 0 O 00 0 —
7 0 0 O 0 2 0 O 00 2 O

We can verify that Ji, Jy, Js, K1, Ks, K3 generate rotations in the (2,3)-, (1,3)-, (1,2)-, (1,4)-,
(2,4)-, (3,4)- planes, respectively. For example, the infinitesimal transformation R = I + iaJ;
transforms coordinates of a vector x = (x1, x9, x3,4) as follows

¥y =x, b=zt a3, xf=13— ary, Ty =y (95)
This is obviously an infinitesimal rotation in the (2, 3)-plane, because

(25) + (25)* = (22 + aws)® + (23 — aw2)® = (22)* + (23)*
up to the O(a?). The infinitesimal transformation R = I + ia K] leads to

Ty =1+ fry,  xh=wx9, Ty =u1x3, Ty= 14— P21 (96)

It represents an infinitesimal rotation in the (1,4)-plane, since (z})%+(2})? = (21)?+(24)*+O(5?).
The commutators of J,’s and K,’s can be derived from (89)

[qu Jb] = igabcja [Kau Kb] = Z-gabct]c; [Jau Kb] = Z‘3’5abc[(c~ (97)

We introduce yet another six new generators following the pattern (Ju, £ €apeaJea)/2

1 1 1
Ji = §(J23 +Ju), Ji= §(J31 + Jog), Jy = §(J12 + J34). (98)
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The generators fulfill the following commutation relations

[JE, JE] = icape s

c

[J;v‘]b_] =0. (99)

The J* generators in the fundamental representation can be derived from (88) and expressed in
terms of the direct product of the Pauli matrices and the 2-dim unit matrix

1 1 1
W =5010m), Ji=-5(0n), Jf= e 1), (100)
1 IS P 1

Ji :—5(0'2@)01)7 Jy = _5(1 ®02), J3 = §(U2®U3>' (101)

The commutators (99) imply that the group SO(4) is locally isomorphic to the group SO(3) ®
SO(3). However, recalling that SO(3) is locally isomorphic to SU(2) we conclude that SO(4) is
also locally isomorphic to SU(2) ® SU(2).

The relation between the generators J,, K, and Jai is

1
T =S £ KoL) (102)
and inversely
Jo=Jf+0y. Ka=JF -y, (103)
In the fundamental representation, combining (100), (101), and (103), we get
1
J1:§(U1®02—02®01): Jo=—Ppr®o0y, J3=03Q Pp, (104)
1
K1:§(01®02+02®01)7 Ky =P, ®0y, K3z=03Q Fp, (105)

where Pz(:eQ,)L = (I® + 03)/2 are projection matrices in a 2-dim vector space.

6 The spinor representation of SO(4)

If we consider the commutation relations (89) as the defining property of the SO(4) group then
besides the vector and tensor representations considered in Section 5 we can construct the so-called
spinor representation of the group. Let us introduce four 4-dim matrices I'q, ..., 'y for which the
following anticommutation relation holds

{To, T} = 20,19, (106)

The vector space of the gamma-matrices with the “product” (106) is called the Clifford algebra.
The gamma-matrices can be used to build the generators of the SO(4) spinor representation in
the following way

Sap = —[Tas T0) (107)
It can be verified that the ¥’s satisfy the SO(4) algebra (89)

[Eab; Ecd] - i(éaczbd - 5ad2bc + 5bd2ac - 5bczad)' (108)
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The spinor representation is four-dimensional. It transforms complex vectors called spinors
£ — 8¢ S =exp(igXa)- (109)

If the gamma-matrices are (anti)hermitian the generators ¥’s are hermitians with zero trace. Then
the transformation (109) is unitary, STS = I. In particular, when the gamma-matrices are real
and (anti)symmetric, the matrices iX,;, are real and antisymmetric. In this case S is orthogonal,
STS =1. Real spinor representations are called Majorana’s.
The spinor representation of SO(4) is reducible. To demonstrate it let us define the fifth
gamma-matrix
I's = £ 0510y, (110)

where the choice of the sign is arbitrary and does not affect any conclusions below. First of all,
['s anticommutes with all original gamma-matrices

{I5,T,} =0, a=1,...,4. (111)
Secondly?,
Iz =14, (112)
We can define .
Prp = 5(1<4> +T5) (113)

which are projection matrices because
Pp+Pp=1% Pi =Pp;, PrPp=0. (114)

Let us list here some useful identities
Pr—P,=T1s5, Ppil'e=T.Prr, Pril's==xPFPr, (115)

(Prr,Te] ==£IsT'y, [Prr,I's| =0. (116)

The projection matrices split the spinor space into two distinct subspaces: the “right” spinors £r
and the “left” spinors &,

§rr=Prrs Srt+iL=¢& (117)
The first equation of (116) implies that the projection matrices Pg; commute with all SO(4)
generators and thus with all SO(4) transformations
[PR,La Eab] =0 = [PRJ/, S] = 0. (118)
Then
S&r = SPrr& = PrrS{ = Prr& = &p (119)

It means that the right and left subspaces are invariant under SO(4) transformations.
The right and left spinors are eigenvectors of I's with eigenvalues +1

I'sér = 'sPri§ = £Pr 1§ = £r - (120)

9Note that all matrices of the set T'y, ..., s fulfill the anticommutation relation (106). As a matter of fact these
are generators of the SO(5) spinor representation which is four-dimensional.
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The representation in which I's is diagonal is called chiral. In this representation the eigenvalues
of I'5 are spread along its main diagonal. Thus

1(nr) 0
F5 = () _I("L) s ngr =+ ng = 4, (121)

where we have grouped together the eigenvalues +1 and the eigenvalues —1. In this representation

spinors have a form
57” gr 0
_ — = 122
6 (§£)7 gR (0)7 SL (fg)’ ( )

where &, are called Weyl spinors. The left and right subspaces are both two-dimensional, np =
ny = 2. To prove it note that the eq. (106) implies Tr(I'1T'sI'3Ty) = —Tr(T'y 1 T5I'3). At the same
time, due to general properties of the trace, Tr(I'1T'sI'sT'y) = Tr(I'y[1T'sI'3) holds. This results in
Tr(['s) = 0. Since Tr(I's) = ng — ny, we get ng = ny. Since ng +ny, = 4 we obtain ng = ny, = 2.
Thus I's can be chosen in the following way

I? 0 )
=| ", _o =1? © g3. (123)

The projection matrices in the chiral representation assume forms

1 1 diag(1?,0)
Pn, = —(IW +1? g = 1% (1® + = ’ 124
There is also the complex conjugated spinor representation S of SO(4)
X — Sx, S=5"=exp(—ianX). (125)

In the case S is a unitary'® representation it is identical to the contragradient representation
(s=H*
g* — (eiaabEab)* _ 671'04&1,(2&1,)71 _ (Sfl)Ti (126)
As in Section 5 we can introduce the following set of generators

1

Ja = §€abc2bc, Ka = Ea4> a, b7 c= 17 27 3 (127)

with the commutators
[Jm Jb] - ieachcy [Kaa Kb] - iéachca [Jau Kb] = igachc- (128)

And also the set
JE=(J, £ K,) (129)

with the commutators
[JE, JE] = ieqe s

c

[Ja Iy 1 =0. (130)

10 A]] representations of finite groups as well as all finite-dimensional representations of connected simple compact
infinite groups are equivalent to a unitary representation.
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The choice of the I'-matrices satisfying the eq. (106) is not unique. If S is a regular 4-dim matrix
then I, = ST,,S* also satisfies the anticommutation relation. A convenient way to construct the
gamma-matrices is through the direct product of the Pauli matrices and a 2-dim unit matrix. An
example is

0 o 0 —iI®
_ _ a _ 12 _ _
Ta—aa@)al—(ga 0 ), I'y=1 ®U2_(i1(2) 0 ), a=123. (131)

It results in a diagonal I's matrix
®) -1% 0
F5 = :|ZF1F2F3F4 = :|:<—I X 03) =+ 0 1(2) s (132)

which indicates that we deal with the chiral representation. The lower sign definition corresponds
to the construction (123). The ¥-generators are

Sy = —i[ra,rb] - ;5ab0(ac®1<2>) - ;5abc ( ‘;“’ :C ) . abc=1,2,3  (133)
Sy = —i[ra,n] - ;aa@mg - ; ( 00 _?ja ) . a=1,2,3 (134)

In the usual way they can be renamed as J’s and K's
Jo = ;sabczbc = ;<aa ®1?) = ; ( ‘B UO ) : (135)
Ka:ZM:;aa@ag:;(%a _((),) (136)

where a,b,c = 1,2, 3. Consequently,

Jj:(Ja‘i‘Ka):(o(’)a 8)7 Jtz_:<Ja_Ka):(8 :>7 (137)

where a = 1, 2, 3.
In the case of the chiral representation a more compact notation can be introduced. Let us
define

Oq = (017 02,03, _21(2))7 Oq = (017 02,03, ZI(Q))? (]‘38)
and , .
Oup = —i(aaﬁb — 0y04), Oap = —%(%01) — 040,). (139)
Then

Fa = 0 Oa ) EULb = Tab 0 ) (140)
g, O 0 o
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Suitable gamma-matrices can be obtained when ¢; and o, at the second position of the direct
products in (131) are replaced by any pair of (mutually different) Pauli matrices. For example,

0 —io aI® 0
[, =0, R0, = “l, I=1%@o; = . a=1,2,3. 141
? ( io, 0 ) ! ’ 0 —iI® (141

It results in

0o -I®
F5 = :EF1F2F3P4 = :I:(—I(2) X 0'1) =+ ( 1(2) 0 ) . (142)
The Y-generators are
7 1 1 . O
Yup = —— [T, Ty = = 1) =2 ¢ =1,2 14
ab 4[ as b] 25abc(Uc & ) 25abc ( O o, ) ) a, b,C ) 537 ( 3)
1 1 1 0 o,
Y = — |y, T4 = =0, = — , =1,2,3. 144
4 el =g0@n 2<0a 0) ¢ (144)
The J’s and K'’s are
1 1 1{o0, O
Jazfaczczf a I(z):* ¢ 145
pEanTe = 5(0a@TT) =5 | o )’ (145)
1 1 0 o,
K, =% =0, =3 ) 14
4 20 X 01 5 ( o 0 ) (146)

where a,b,c = 1,2, 3. Consequently,

1 a a _ 1 a “—Va
J::(Ja+Ka>:2(U 7 )7 Ja :(Ja_Ka):2( 7 7 ), (147)

Oq Oq

where a = 1,2, 3.

7 The SO(1,3) group and the Lorentz transformations
The Minkowski space is a 4-dim vector space with the pseudometric!! given by the metric tensor
g = diag(1,—1,—-1,-1). (148)

Note that the inverse matrix of g is the matrix g itself, g~! = g. Reflecting the pattern of the
main diagonal of g we will denote the Minkowski space as V(13). The squared “length” of a vector
z € V3 is given as a pseudoscalar product of z with itself

2® = 2" gr = 29557, (149)

It can be seen easily that 22 of a non-trivial = is not positively definite as it would have been
in an Euclidean space. It can assume zero or negative values as well. There is a convention

UThe “metric” defined by the tensor (148) does not fulfill all the metric axioms. Namely, the requirement of the
positivity of the norm of a vector.
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that the index of Minkowski four-vector components runs over values 0,1,2,3. Thus gy = 1,
g11 = g22 = g3z = —1.

The Lorentz transformations (LT) of z € V(1* maintain 22. In this sense they can be under-
stood as a Minkowski space analogue of rotations. Let A be a 4-dim real matrix representing LT
of a four-vector x

r— 2 = Az (150)

Then
v =2 gr’ = 2T (AT gA)a. (151)

From x> = 22 we obtain the condition for A

ATgA = g. (152)

It is analogous to the orthogonality condition (29). It can be verified that LT’s comprise a Lie
group. Let us denote it as O(1, 3).

The prototype of the Minkowski space is a space of four-vectors x = (g, 21, T2, 23)7 = (ct, )T
where ¢ is a time coordinate, ¢ is a speed of light, and ¥ = (z1,x9,x3) is a position vector
expressed in Cartesian coordinates. It is called the spacetime. The quantity invariant under LT
in the spacetime is called the interval s where

s = 2% = (ct)? — % (153)

If 52 > 0 the four-vector z is called time-like, if s> < 0 the four-vector is space-like, and, finally,
for s2 = 0 it is called light-like.
The eq. (152) implies
det A = +1, (154)

and!?

[Ago| > 1. (155)

The LT’s with det A = 1 are called proper and denoted A,. The product of two proper LT’s is
a proper LT. The identity transformation is a proper one. There is an inverse transformation to
each proper LT and it is also a proper transformation. The Lorentz transformations A_ with the
determinant equal to —1 are said to be improper. The L'T’s where Agg > 1 are called ortochronous
and denoted as A'. The product of two ortochronous transformations is an ortochronous one. It
includes the identity transformation. When Agy < —1 the LT’s are said to be non-ortochronous
and denoted A'.
The LT’s of the form

10
A= , R'TR=1, detR=1, (156)
0 R

where R is a 3 x 3 real matrix represent rotations in a 3-dim Euclidean space. Not suprisingly
they comprise an O(3) subgroup of the Lorentz group O(1,3). In this case det A = 1 and Ay = 1.
Thus the rotations qualify for the proper ortochronous LT’s.

12The 00-component of the eq. (152) reads A3, — Z§:1 A2, = 1. Since A’s are real matrices the equation results
in (155).
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Boosts between two inertial frames also belong to the proper ortochronous L'T’s. For example,
the boost along the 1-direction is given by the matrix

coshn —sinhn 0 0
—sinhnp  coshn 0 0 1 ) v
A= , coshn=~v=-———, sinhn =3y, =—, (157
0 0 Lo N=VE n=py, = (157)
0 0 01

where v is a relative velocity of the frames, v < ¢, and —oo < 1 < co. Since det A = cosh?n —
sinh?n = 1 and Agy = coshn > 1 the 1-boost is a proper and ortochronous LT. However, pure
boosts do not comprise a group.

The proper ortochronous LT’s Al comprise the so-called SO(1,3) subgroup of the O(1,3)
group. Any AL transformation can be written as a product of a space rotation and a Lorentz
boost. Generally, when a physical theory is said to be Lorentz invariant, the invariance under the
proper ortochronous LT’s is meant.

The squared spacetime interval s? also remains invariant under various spacetime inversions.
Thus they also qualify for LT’s. For example, the space inversion is represented by the matrix

A =diag(l,-1,—-1,-1) =g = Ap. (158)

Since det A = —1 and Agg = 1 it is an improper ortochronous LT. The time inversion is represented
by the matrix

A =diag(—1,1,1,1) = Ar. (159)

Since det A = —1 and Agg = —1 it is an improper non-ortochronous LT. Finally, the full inversion

A =diag(—1,—-1,—1,—-1) = ApAr (160)

is a proper non-ortochronous LT: det A = 1 and Agg = —1. Any LT can be decomposed as the

product of AL, Ap, and Ar. The claim is based on the fact that the four classes of L'T’s, AL, AT,
Ai, A', cover all LT’s, and on the observation that

AUAp, ALAp, ALApAL € {ALY. (161)

Since all the inversion matrices are identical to their inverse matrices, A%T’ pr = 1, then for every
A there is Al such that A = ALAP,T,PT-

The proper ortochronous Lorentz transformations'® can be expressed in the exponential form.
When we plug an infinitesimal LT, A = I + i€, into the condition (152) we get

3

(i)' = —g(iQ)g, (162)

where we took into account g~! = g. To find out what kind of matrix  fits the condition (162)
we can rewrite it as

9" = —g(i0). (163)
This is exactly the condition the generators of the SO(4) group have to fulfill. Thus ¢(if2) is
a real antisymmetric 4 x 4 matrix. As in the SO(4) case it has 6 independent real parameters.

13Henceforth, unless specified otherwise, the proper ortochronous LT’s will be refered to as the Lorentz transfor-
mations.
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Consequently, the Lorentz group SO(1,3) also has six generators. Following (88) the SO(1,3)

generators J,, = —Jp, (a,0=0,1,2,3) can be chosen to comprise with the relation

(gJab)cd == _i((sac(sbd - 5ad5bc)7 (164)
or

(Jab)cd - _i(gac(sbd - 6adgbc)~ (165)

Obviously, the commutation relation (89) must hold for (¢.J,;) matrices. From there, or by explicit
calculation, we can verify that

[Jaba ch} = i(gac‘]bd - gadec + gdeac - gchad)- (166)
Then the exponential form of the LT is
A (D) = exp(iwapJap), a,b=0,1,2,3, (167)

where w,, = —wy, are six real parameters.

Let us define a new set of SO(1, 3) generators'*

1
Ja = _igabcl]bca Ka = Ja0, CL,b,C = 17273a (168)
resulting in Jl = —Jgg, JQ = —ng, J3 = —Jlg, Kl = Jl(), K2 = Jgo, and Kg = J30. The
inverse relation to the definition of J, reads J,, = —cuped.. We can see that (168) is, up to

the sign, more like renaming the generators J,;,. When we substitute (165) into (168) we obtain
(a,b,c=1,2,3;j,k=0,1,2,3)

1 —i€eik, J,k=1,2,3
Jo) it = —=€abe(Jpe) i = I T 169
( )jk 25b(b)]k { 0, iVEk=0 ( )

Then the explicit form of the generators J,, K, reads

000 0 0 0 00 0 O
00 0 O 0O 0 0 =2 00 — 0
J1 = N Za<]3: Z ) (170)
0 0 0 —2 0O 0 0 0 02 0 O
00 2 O 0 — 0 0 00 0 O
0 2 0 O 00 2 O 0O 0 0 =2
;0 0 0 000 O 000 0
K=" . Ky=| . K= (171)
00 0 O . 0 0 O 00 0 O
000 00 0O 2 0 0 0

The matrices Ji, J3, J3 generate 3-dim rotations around the axes 1, 2, 3, respectively. The matrices
K, K5, K3 generate boosts along the axes 1,2,3, respectively. For example, the infinitesimal
transformation A = I + ipJ; transforms the four-vector = = (xg, 1, T2, x3) as follows

/ ! / !
Ty =To, X =21, Ty==Ty+ I3, T3=T3— PIa, (172)

14The choice J, = —3eqapedie, Ko = —Ja0 would work as well.
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This is obviously an infinitesimal rotation in the (2, 3)-plane, because
(25) + (25)* = (22 + p3)* + (23 — px2)* = (12)* + (3)*
up to the O(¢?). The infinitesimal transformation A = I + inK; leads to
Ty = To—NT1, Ty} =T1—NTo, Thp=1I9, Ty=Is. (173)
This is an infinitesimal boost, since
(26)” — (21)* = (zo — n21)? — (w1 — no)* = (2)* — (21)* + O(?).
The commutation relations for the generators J,, K, can be obtained from (166)
[Jaa Jb] = z:Eachca [Kaa Kb] = _iEachca [Ja> Kb] = igachc- (174)

Note that these commutation relations differ from the algebra (97) of SO(4) only in the commu-
tator [K,, Kp).

It is instructive to compare the J,’s and K,’s of SO(1,3) — see egs. (170), (171) — to J,’s and
K,’s of SO(4) — see egs. (93), (94). While all the SO(4) generators are hermitian matrices, K,’s
of SO(1,3) are not hermitian. Thus the representation of the SO(1,3) group is not unitary. This
happens due to non-compactness'® of the SO(1,3) group which materializes through unbounded
values of the group parameter n in (157). In contrast, possible values of all group parameters
of SO(4) fall within closed intervals. The SO(4) group is compact and it has a finite unitary
representations.

Let us define yet another set of SO

—~

1,3) generators

JF = ;(Ja +iK,), a=1,2,3, (175)
which implies
Jo=JF 4T, K= 1(Ja+ ~ ). (176)
The commutation relations for J= are
[JE, T = icaedE, I, ;] =0. (177)

This exactly coincides with the eq. (99). It implies that the SO(1,3) group is locally isomorphic
to the SO(4) group as well as to the SO(3) ® SO(3) group, and thus to the SU(2) ® SU(2) group.

15Unitary representations of non-compact groups are infinite-dimensional.
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